In previously known imaging devices as in still and motion cameras, for example, image sensor signal response typically is linear as a function of intensity of incident light. Desirably, however, akin to the response of the human eye, response is sought to be nonlinear and, more particularly, essentially logarithmic. Preferred nonlinearity is realized in image sensor devices of the invention upon severely limiting the number of pixel states, combined with clustering of pixels into what may be termed as super-pixels.
IMAGE SENSOR HAVING NONLINEAR RESPONSE

TECHNICAL FIELD

[0001] The invention is concerned with radiation sensor devices and, more particularly, with optical image sensors.

BACKGROUND OF THE INVENTION

[0002] In conventional image sensors, an array of light-sensitive pixels located in the focal plane of a lens or lens system is used to evaluate the irradiance over a detection area. The pitch of the array determines spatial resolution. Each pixel will generate an analog signal to be amplified and A/D converted. In the absence of averaging, the intensity resolution such as the number of gray levels is limited by the resolution of the analog-to-digital converter (ADC); for example, an 8-bit ADC will be capable of 256 levels of gray. Greater intensity resolution may be obtained by averaging in space, over several pixels of a frame, or in time, over pixel values from several frames of a sequence of frames. Averaging in time can be used to reduce frame rate, and averaging in space will reduce spatial pixel resolution. Characteristically in such sensors, a sensor signal is linearly related to intensity of incident radiation.

SUMMARY OF THE INVENTION

[0003] Desirably in imaging, sensor signal response is nonlinear as a function of incident radiation, for greater intensities to result in attenuated sensor signals as compared with a linear response. For example, akin to the response of the human eye, the functional relationship may be approximately logarithmic. Preferred nonlinearity is realized in sensor devices of the invention on severely limiting the number of pixel states, combined with clustering adjacent pixels into a super-pixel.

BRIEF DESCRIPTION OF THE DRAWING

[0004] FIG. 1 is a schematic side view, enlarged, of an exemplary image sensor in accordance with a preferred embodiment of the invention.

[0005] FIG. 2 is a schematic top view, enlarged, of a portion of an exemplary imaging device of the invention.

[0006] FIG. 3 is a schematic top view, enlarged, of a portion of an exemplary further imaging device of the invention.

[0007] FIG. 4 is a graphic representation of expected number of pixels activated as a nonlinear function of intensity of incident light for image sensors of the invention as contrasted with a depicted prior-art linear relationship.

[0008] FIG. 5 is a schematic perspective view, enlarged, of an imaging device provided with micro-lenses on the focal plane of an imaging device of the invention.

[0009] FIG. 6 is a schematic perspective view, enlarged, of an alternative micro-structure which can be included as a focusing element in a sensor of the invention.

[0010] FIG. 7 is a schematic top view, enlarged, of an exemplary Bayer filter arrangement for a sensor of the invention.

[0011] FIG. 8 is a schematic top view, enlarged, of an exemplary alternative filter arrangement for a sensor of the invention, with Gabor pseudorandom distribution of micro-filter.

DETAILED DESCRIPTION

[0012] FIG. 1 shows an image sensor array 11 including pixel regions capped by lens elements 12. The groups may be termed as “super-pixels”, from which readout is obtained. Incident light 13 has triggered in each super-pixel the third pixel from the left.

[0013] Technologies for device fabrication are well established, prominently including charge-coupled device (CCD) and complementary metal-oxide semiconductors (CMOS) technologies. In 2009, state-of-the art monolithic CCDs for professional photography reach sizes exceeding 36 mm by 48 mm, with 30 to 60 Mega pixels. The pixels of these sensors are of size 5 μm by 5 μm to 7 μm by 7 μm. CMOS active pixel sensor (APS) architectures generally reach up to 24 Mega pixels, in high-end sensors with similar-sized pixels. Low-cost CMOS APS devices as typically used in mobile phones achieve 5 Mega pixels with a minimum reported pitch of 1.4 μm.

[0014] By way of contrast, sensors of the invention typically have several hundred of Mega pixels, up to several Giga pixels, with pitch in a representative range of 10 nm to 100 nm. Then, with pixels grouped into super-pixels, the dimensions of the super-pixels may be comparable to conventional pixels, e.g. 1 μm to 10 μm. At such size, the super-pixel will be enclosed in the diffraction-limited spot.

[0015] FIG. 2 shows nine super-pixels 21 in top view, in full or in part. One representative super-pixel is shown subdivided into 10×10—100 pixels. Assuming that each pixel has a binary code as output, up to 100 gray levels can be distinguished on readout. If n-ary codes are admitted, n−1, even greater numbers of gray levels can be distinguished with suitable, more complicated readout architecture.

[0016] FIG. 3 illustrates non-uniform clustering of pixels into super-pixels. Of the nine super-pixels as in FIG. 1, one representative super-pixel is shown subdivided into 100 pixels and another into just 2×2—4. Non-uniform clustering may be hard wired or under program control on readout.

[0017] In preferred embodiments, pixel size is significantly less than wavelength of radiation to be sensed, and pixel full-well capacity is low. As a result, a few photons will be sufficient to trigger a pixel out of logical level “0”. In a basic embodiment, such triggering is to a single nonzero level, “1”. Grey level will be determined by a multitude of pixels collectively read out, so that gray-scale fidelity will be high, and saturation will be reached at extremely high intensity levels. With achieved sensitivity to a few photons, a sensor will have human-eye-like capabilities.

[0018] A device may be viewed as serving to measure a transformation of the Poisson process associated with photon arrivals. The transformation, in the simplest case, consists in a binary value corresponding to the arrival of at least one photon on a certain pixel during the observation interval. Other cases may be envisioned, for example the arrival of at least N+1 photons on a pixel. A resulting binary image is similar to one on photographic film, rather than to a prior-art digital image. Thus, aspects of an analog device can be reproduced with the advantages of a digital structure. One such advantage is the behavior with respect to saturation, in that
readouts are related to irradiance through a logarithmic relation, corresponding to a device that virtually never saturates.

[0019] With pixel size far below the diffraction-limited spot, the image will be formed by spatial oversampling of individual pixels, thereby achieving higher image quality. Different image processing algorithms can be used, capable of increasing the dynamic range without the complexity of High-Dynamic-Range (HDR) cameras nor with the shortcomings of prior-art implementations. Also, image processing will allow to compensate fully or partially for the frequency response of the optics, and to control the amount of aliasing present in the final image. This will increase the options available in post-processing software.

[0020] A conventional pixel produces a readout which is approximately proportional to the amount of light reaching its surface. This amount can be viewed as the average number of photons arriving on the pixel during an exposure time interval. By contrast in the present case, a surface the size of a conventional pixel is covered by a much larger number, N, of elements. In a simple representative case, each of the elements taken only the value "0" or "1", where "1" corresponds to the arrival of at least a certain minimal number, K, of photons and "0" to the arrival of fewer than K photons. Photons arrival may be modeled as a Poisson random process, which translates into a probability of each element to be in the state "0" or "1". From the configuration of the elements, an estimate of the light intensity, A, can be obtained. A simple estimate is to count the number, C, of pixels in state "1". The expected value of C, E[C], is linearly related to A. For a simple case, when K=1, i.e. a pixel takes the value "1" if it receives at least one photon,

$$E[C] = N(e^{-CN})$$

and the light intensity can be estimated from the active pixel count by taking

$$A = N \log(1 - e^{-CN})$$

If the threshold K is set to values larger than 1, the system becomes less sensitive. The behavior is represented in FIG. 4 for N=1000 and values of K from 1 to 4.

[0021] Considerations above are under the assumption that elements are limited to two states, "0" and "1". If the number of allowed states is greater, though still much less than the conventional 256 or 1024, pixel density may be reduced or image quality may be enhanced. Affected also is the relation between light intensity and pixel status distribution, which can be used to control the nonlinearity, either in the sensor or in a post-processing step.

[0022] As to optics, the described benefits can be realized using an ordinary objective lens system, for example. Other possibilities include the simultaneous use of lenses of different sizes, for generating images with different spatial resolution and different sensitivity. A system including a post-processing algorithm can take into account different relations between light intensity and pixel values for different spectral components of the input image.

[0023] Important additional benefit can be realized on combining a sensor with a lens array as schematically depicted in FIG. 5 akin to FIG. 1, for example. With reference to FIG. 5, light is focused onto the sensor structure 51 by micro-lenses 52. There results an extremely thin, "flat" camera capable of high dynamic range. Under the assumption of light sources in the far field, each lens of the array produces an image with the same viewing angle. As the slight translations of the elements of the array are negligible, the images can be combined by grouping the pixels of corresponding positions. Further alternatives for the optical system include multiple lenses with different apertures and possibly different focal lengths. Aperture determines the amount of light and the bandwidth of the acquired image. In this way one can combine the collected images and obtain a system where a different nonlinearity is applied to the different spectral components.

[0024] FIG. 5 shows an alternative to a micro-lens for focusing, namely a metallic layer 61 having a pattern of concentric regions 62. Such regions can be circular as shown, or they may be polygonal, for example.

[0025] The optical system may be viewed as an anti-aliasing filter, as the aperture of the system and the quality and position of the lenses determine a low-pass effect that is represented by the point spread function (PSF). The sensor introduces a further low-pass transformation due to the light integration over the pixel area. In a conventional system, the over-all low-pass effect is far from that of an ideal filter, and a significant amount of aliasing may be present in the acquired image. By contrast, in the present case the sampling frequency, i.e. the pixel density, is highly increased with respect to the bandwidth. As in over-sampling converters, this allows to filter the acquired image numerically, thus to obtain an effect equivalent to a modified pre-filter. For example, an image can be obtained completely free of aliasing, or at least partially compensated for the low-pass effect of the optics. In some applications, such as super-resolution, it is possible to maximize the amount of aliasing, for maximum bandwidth of the image. As in over-sampling converters, noise can be shaped at will and relegated to any set of spatial frequencies.

[0026] Pixel values can be read non-destructively, and, in video applications, their evolution in the course of a scene can be monitored over time. As such evolution also is indicative of the brightness of the scene, local calculation and tone mapping can be used, for enhanced-quality image rendition.

[0027] Color in images is normally obtained by placing a mosaic-type filter in front of the sensor and then de-mosaicing the resulting image in order to obtain three color values per pixel. This approach tends to introduce artifacts, given that the color resolution is lower than the spatial resolution. Using a conventional Bayer color filter array (CFA) as exemplified with different-size patterns in FIG. 7, the resolution of green is half that of the spatial one, and red and blue are half of that again. A filter pattern need not be regular, as in a Gabor pseudorandom filter distribution illustrated by FIG. 8.

[0028] As the present structure and pixel grouping results in an additional low-pass effect to the one of the optical system, an ad-hoc color filter array and de-mosaicing algorithm can be devised that takes advantage of this fact. As a result, color aliasing effects disappear, thus leading to an image whose color quality in high-frequency parts of the image is unaltered and vastly superior to prior cameras.

[0029] Since color is acquired by placing a filter in front of the pixels, the resolution of the spectral sampling is limited. Indeed, the physical size of conventional pixels prevents more than three or four different filters to be used because the color reconstruction will decrease due to severe under-sampling. The present structure, however, is greatly oversampled spatially, thus allowing a greater number of color filters to be used.

[0030] The importance of having more filters originates with studies about natural images. Specifically, lights and reflection spectra can be approximated by a linear model, but for an accurate reproduction of these spectra six to eight basis
functions are required. Considering the amount of oversampling, six to eight different color filters will not hamper the resolution of the images, but will provide for considerably more faithful colors than currently can be obtained with standard cameras. This is of particular relevance in demanding imaging applications such as art authentication or preservation, as well as in computer vision applications that rely on precise capture of a scene.

[0031] Optionally further, filter features can be included for polarization filtering, e.g. in the form of suitably formed metal lines on a scale of nanometers. Like metal-based or plasmonic microlenses, such polarization filters can be formed readily with commercially available imaging processes, e.g. 90 nm for imaging, 45 nm for microprocessors, or 33 nm for memories.

1. An image sensor comprising a radiation-sensitive semiconductor region wherein at least a sub-region comprises a plurality of radiation-sensitive elements having a shared readout, and with each of the elements being adapted and disposed for responding to incident radiation by assuming one of a plurality of prescribed levels in correspondence with sensing a prescribed number of photons.

2. The image sensor of claim 1, wherein the plurality of prescribed levels consists of two levels.

3. The image sensor of claim 1, sensitive to visible light.

4. The image sensor of claim 1, sensitive to infrared radiation.

5. The image sensor of claim 1, comprising a CCD structure.

6. The image sensor of claim 1, comprising a CMOS structure.

7. The image sensor of claim 1, further comprising a focusing element.

8. The image sensor of claim 7, wherein the focusing element consists of an array of micro-lenses.

9. The image sensor of claim 7, wherein the focusing element comprises a pattern of essentially concentric regions of a metal layer.

10. The image sensor of claim 9, wherein the concentric regions are essentially circular.

11. The image sensor of claim 1, further comprising a filter element.

12. The image sensor of claim 11, wherein the filter element is adapted and disposed for color filtering.

13. The image sensor of claim 11, wherein the filter element is adapted and disposed for polarization filtering.

14. The image sensor of claim 1, wherein the sub-region is one of a fixed plurality of sub-regions.

15. The image sensor of claim 1, wherein the sub-region is selectable under readout control.
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